FELBH2# B4l 2025 4E 12 A% 6 1 (47) Dec., 2025, No.6, Vol.47

RT-DETR )i U 20 66 4L 7 52

T

KS5 AL, P BAR 611130)

-

F

VUL 2 B

il

[ E] &4 kIERIM{LS% RT-DETR (Real-Time Detection Transformer) #%IZ R FHIERIAR AL . E 54
TR R S AR 57 FRAF I, RSO I 2 s RN Z )RR AL IR DEM SRS E R P, e o EMA
(Efficient Multi-Scale Attention) JEEFTHLEI ML AAFIER AL, BB T W45y e te AR A StarNet 2T SC A PE. 52
BN, Pk EAA mAP 2T 1. 1% , HEFEERE A 33.7 /s, LT IR AR X R FXT HOBERY, Bl Tl TS By
FRMRBIT KA 5 S s R

[REIA] JHEHI; RT-DETR; StarNet; FFERE: 1EEHLHI

[FhES%ES] TP312 [ XHRIRERD] A [XEHS] 1674 -5639 (2025) 06 0107 -07

DOI:; 10. 14091/j. enki. kmxyxb. 2025. 06. 014

JCIARTINAE A A et 4 5 T B 4 s 1) OGS R, HEAZ 0 H s 2 38 3 Lo A% B S R ) K de B
P, SEELAKCR B A TR Spesne By, AT B R R BE W/ N LA T FUM = 2. 4T, 3 fb R AR b
5P AR YK, R B A 2 B KA IR R RS B L R R BT TR RE SR T
BUR. ARG AR I RO AL R . S IR A, A ERERIA R . 5 2 b T 4 Bt
W, Zhang S5 45y, HEBEARMIER <8 m, H7E85 I SHBEREE FiRIR M 25% . e T plse
) AR AR EAE IR A . TG B e, o M A o R

A JIERIN T Ll o AR e e SR EE 2 I W28, ARG i MO N 3T AE (40 RGB 2 (2[5
. IBREE), R R (NEREZEKIE) RIS RTA 75% , HEXOEREAL (iEF
BROG) . MHZEHEREIN, R ERIE R MR, Ti DTS T B VA S BB N R R T )
%5 68.7%.

TEFE TR 2 ST IR I 7 b, FIREEAT A N2 ST BB R4 (CNN) ™ [y ik f ik
T Transformer ™ ({745, JET CNN {5 L YOLO £%1'® | Faster R-CNN'7' 032, @it £ R BE#6 sk
FESHENLHISCE BAR @M 54028, filan, YOLOVS 8 i e FE R fiE 4 738 M 2% (FPN) 3450 22 R RRAE i
A, TEJOAR A SEEL T B HERE B B (29 60 £/s ), fHXS/NREEKIGE CAnwn i ki) AR R
B, BAEEZRER (s, aayiET) 5 HBRK. Faster R-CNN B i KRN 4% (RPN)
PEF T RENAE R, (PN BRI AL ] S SO P RS, ME LA R SE R WK

RT-DETR i & PaddlePaddle A" F 2023 4E32 4, J23LF DETR ( DFEtection TRansformer) 244
TR R SR BARR IR RY , B 7E s AL 58 DETR A 7EF0 8 0 T 16 9 oy 238 . XEYI 2R, HEREE
GXEE. H5E WK TERMZEME (CNN) Z20 ) sScab i gs (an YOLO %) “AlA, RT-DETR J§ T
J& anchor, J& NMS 4fi Transformer 9 &%, HEMEM G FyEAT T KR TR, RS 5 xE LG
RT-DETR 7¢ KGR H S8R KMEE LI b4, E 427 50 MACIDG A R )@, #u Bk e s T
PR 28 I B A B AL SE B T AR B Ak, BTG KO R AR RS SR A R R T B A SR RS B, 51 focal loss
55 CloU loss fi Akt 2k ek, MO & Boih Geist & RS B 0 i 0 R B R G AR TR, e AR
Adown T RAEBIH X ST IE A T i, 878 TR, W4 TS EEM AN A5 T Mg LA

MZOZS -08-14
[EEEA] BT, B, WHLRIIA, W THITEREOR, Git, FH07E A EHLE.
- 107 -



FLHH2ABE2f 3 2025 4812 A% 6 11 (47)

LSKA HERE e — 45 48 8 T A UURS B, 505000 RT-DETR BSRUMI L, FD-DETR ot K T 10 K5 B0 B 0
mAP 435 E T 0.8% F10. 1%.

(G52 SRR IR SR, RT-DETR {3745 = J R B i 0 k. — 2 M R A AR RIZL (A
JUR 2K ETE) SR EIRICR KB RTRUE) | TR £ R R R A R I R, SEUN R
Ko, CRIGEW RS . RASTHRNE, BB S5aayik (5. Ky RIS, Tk
VE BT WL LR B G s = R IR 1) ResNet-50 fE 4 B T RI%, i B RACE , 7ei AR
% (ILZIHER) Vel iy b L8 . RT-DETR i[04 25 K el 1 s

Joffeke EIRIAVE, AR SR KA RIT ——
RORRPE, MBI AL | 2R R AR & S - ‘ﬁf%f?i_:>
BIIEAL =4 X RT-DETR J& TPl 3
Je, Bl T R4 N R StarNet' |
TR IR SRR SR AR BRI, (5%
I IOAERE S, R, 75
FFAERE & B0 (CCFM) 1A DFM FFAERE [ viass |
CrBEBE BRI R 1 DI
HIE 2 R KOG RERCRE s S5, R
EMA Ji25 071 HURIOR A S AR, 13 M1 RT-DETR MN%&H
BRI I I B 9 B 30 5 B T 4R

1 RT-DETR Ry EBE

1.1 #21F F M2 StarNet

RT-DETR J5i45 1 /%% (ResNet-50) "I SHehtdc . TH5E A R, Al LU I SR G I 1) SR ok A
B8R LAY StarNet R BPCE T StarNet 7ESZIHAGIUAT 25 vh FBUGe th , FLRO AR 3 EE 50 FLE T
NSO R E S AU L L 200 SR FHLIBOR T KA AT, I o] AR R B BT (IR 1T 43
BETSHAT GRS, FERTTA TR EE IS (s, P50 fRieae
J. StarNet 55t ORI ZLL (XF1 C3 ~ C7) 5 RT-DETR fI5 & 4 5 36 20 bE BRI, JLep vk 245 AE A% B
TUNMGRA 5 (RN, WRIRHRAE 2 4 B A B B DB ARG, AR . 30t
ST, T AT KGR BREE 5 SR IT 45 A P 27 E DU TR StarNet £ 99 2 25 4 6] 2
.

2 EEL T StarNet [ (45284, ik

- 0 s =
Z B BURFIE R S R 2 B . A
FE el e ER (Conv) JZ, ZIEfHEH
VIR, EAGEEBL 1 - BrBs 4 194

)
)

—{ Hith

W HE
ERHEER

[
[

¥, ®ABrEEPN “Conv + Star Blocks” 42H4,
il AR Star Blocks BEHPE], 2R
SR [A] 2 UCRHALE.

2 rp i 2% He i a5 B B, DW-
Conv (VEIEAI M BB ™ 12 38 B ALK 42
W, FC (2EH) ESS5HENZHS
o, WM TER R ACHTSE T, R A A ok
JE5F BARRYRRIE, IR Z GAP (2R Hl
fb) MFC (4EHE) BEhit, &6 as
I AGEAT 55 R RRAE S IR UM A i oK, S B
BERIPR R B RO RPN FRE I 4 1L, Star-

. 108 -

prec e

B 2 StarNet 284544



BEFfe: RT-DETR JgiG i met (i i+ S i A

Net fie#%0> [ Star Blocks (2IEHH) @EWE D EEH (DW-Conv) MBhsaiEdk (FC) zLH, AU
M (1) Fow:

Fo7FChion (DW-Conv (F,)) OFC,,, (F,)) . (1)
Hrp, F, 3R Stage WHIARHIE; DW-Conv FRIREE NI 73 Bf &R, SRIBCERIRRAE (A kHaii sk, o)
FC o, esh SR, ) MBgErER NNE CERAERSISIEE); OfFSHKRZILRME
(BISFHESCH., SRACCHE KAL) ffaaliad FC,, Bl A G R, i th 55 A FRAE.

1.2 FIAN % REMIERAHS (DFM)

RT-DETR [iR& ifthaet, SEXRERHERL G (CCFM) Gt 2% i Hh 1) 22 RO R AE 7740
S, HEG CCFM R AR A BN RRIEEE T 3, AR 2 A0 R AL S TR T8 SR ERL & A T2 10
), MELUE A RBERIZIAE . (LR R K BICHBUASE ) RHNFR K. Sk, ASCHE CCFM
HABRFHERL S (DFM) , Gl 2 5 R 5 RO AL IR P, Bt e i CCFM 45N 3 .

— -

CCFM m e_)
/

- =

E3 EiA DFM /5 CCFM %544

3 JE/R 75 DFM it A CCFM RYR%.0aZ 48, B TM4% (Backbone) fi i FERIFFAL, #7022 AIFL 3R
#hag. CCFM Joyibiis 2 ROERRME, FRRHS ATFL 885040 . 1 T R85 FrAE, — R4 A DFM 2
Be. DFM i@ R, EARDRIR, JUEFHMETS 22 H, BdaRa M, B iR ki Jom. =
HRLZ R UHAK (2) ~(5) &Kk

Fl)ackbone = % F:)ackbone ’ Ff)acklmne ’ Fi”vackbone } ’ (2)
Faifi = A[FI( Fﬁaekbone> ’ (3>
N
Fi,. = Convy,, ( F'+ Y UP/DOWN(F?) ) , (4)
j=1,j#i
Fouw=DFM(CCFM( Fﬁackbone) ) UAIFI( Fﬁa(‘kbone)’ (5)

JEH P e BN TS (Backbone) W if (M55 k 9 (o5 k RIS ) FRAE. ATFT &% ATFT g1k
FRHEZES:; Up/Down() FRiRAE Fu, 0HE3, Xt Fy FoREESURREE, BRI ISF; U R S IRFRE
(CCFM ZERUFSHFAEI ATFTSGRERE) MAEG A H., Sdiiiil DEM() #4580 7 2 RUIEX 5% 211 %
AR S B A B U 5.

1.3 &S % RZEZTS (EMA) A%k

RT-DETR 11§ Transformer Zhifith#ie e/ 1] 1 JIHLIHER A R FME DGR , (UL S0, 6 A DI G
ST (W% . 2U@diR). 2Pk e 3 T4 OmaRn EMA i, $2FH THRRRSE, mAPSO (ToU
[BEA 50% BT A - ks B I(E) 32FF T 6.3% ASiF98 5| A EMA  ( Efficient Multi-Scale Attention) 2 /141
i, CACRHE R @ E RS (AT 0. ZEJOERINr, EMA RRIETRS 25 [A]5 2] AL JOHA L (nsiRasLr
XD, MHEER T (KOS . K EMA BER{RA RT-DETR 1) Transformer Zifigsth, By A=
BERAGFR TSR, AR JOARMERI RS, EMA [ R28 2R B AN 4 B,

- 109 -



FLHH2ABE2f 3 2025 4812 A% 6 11 (47)

i x| [ (& mEE §
N7 i i 5
: MW 5 it g s 1% |
= p———— al L E |
[ C ] | |1 JEl ﬁ N !
h ! i = I ! Y i —);”; | — ]
{8 | Lol B [ ® s :
A ' i = v |y 2 T ! .
wob | LY N 52 it | h
c || e L olg eit g ‘fé 1t j i ;
"""""""" — = — — i ¢
N 2 ; :
e 1
c/lg : 3 o [
-------------- - | X| — %] ﬁ’
3 - -
8]
il
L] [

4 EMA W4
EMA B TAERAY . el g BOR A ARHE IR 0o G A PRI IR B 208, BE R =
AFEAT I3 AL BFRHE, BITEAS 1 x 1 5 FR3 3 53 W 7K1 R0 2 5 1o it 4 S V- 440t Ak SR R 23 (8] J7 ] 3
EFERE. —13x3 BRI RESRIRHME, ZERH A0 KmdiE, &1 x1 BRA TR
#, PS5 EMGRHE RS RURER R, EMA BN ETEHMAL (6) Fs.
gy, =B+ gy (1 =B) * . (6)
Qo FEN RS ¢ IS 2022 EMA SRS BTE R s gy, BT ¢ - 1 I ZIH) EMA AL o, 3208
B 2R REE B IAGE; B MR AE. K EMA {135 S #L# ik A | RT-DETR Transformer Zigfi5h# A% 1
FEANE S Frs.

Gk 0]
Z E
i % M
X Al |a "
- E e FNN T AL
i B # e (RIS 2%)
CNN %
He B

B 5 EMA &4 Transformer 4545285378

2 KGERRSW

2.1 REBFEALLARE

ASLEAE Windows10 248 [iaty, CPU & 12 #% Intel (R) Xeon (R) Platinum 8352 V @ 2.10 GHz,
GPU 5 NVIDIA GeForce RTX 4060 & PEaE 2, GPU BYNFEKR/DNE 8 GB, RJE ¥ M HEZL N PyTorch
112, #ifeifi 50 Python 3.8, GPU J14¥ 3040 CUDA 11. 8, AT i ARV 73 BEARGE - FediJy 640 x 640
(B R). EHEEEISUR, BSE IR e B AN 258 Sha il f B P E LB E S8, Tl 5HER
TEMNZRid R rh B 3022 0 18 B S HUETEAS BT X, 8 2 500 150 B 450 i A R 119 o ) 50 5 e A PR E,
PR 5 58 i R GEARIA € S AR IRE. 3% 1 TRANS G T A S A B 25 A vh 3 B i S B R S 4 s

2.2 ZEBRER x1 REHIGEEPHESH

AP A I K 153 7 000 3K, g EST e ]
AT RORGE, BAE THIK, SFel B o ﬂﬁiﬁ
FRUERE FIR A PRI BL. SR ok L 001 o
TR EARGE B P BN AR AL G R, AKRAESY Leaming rate2 0.000 1 /NS 3] %
SR AE SIS 1 P H 4500 4 5 9 A PR 6 . Workers 4 SR

- 110 -



RETfE . RT-DETR JOERIN B A5 ST E M AR

Baiede)a, Boorhilgde . Bt mmitse. gt AT HIIIZRE B, 8l KRR AEAS AR R 52 7
I BARRHE s SRRV AL A B OGS PR, R TS PP AR LR R L, SR SR, Rl
TEARIAR . A RERLO PG RE AR, AR 30 7R o 7 X000 A0S 1o RE 0 5 I3 T 1 e A A1 A 8 £
FEMUE , XRRR R APEREEAT S . MM PEANY. A B RN, LS R AR ROR B A2
WZRREE, T TR I KGRI S5 PR SE b B, QARG B . S FR A ek i . I
REAS HEMIGSRSERE, BTEEERAIE, fIfE, 26T H &S AT SRR

(a) BIRFRMA K (b)  H AR RS
E 6 HIELETRHG

2.3 SRR RAR

AHFMFERGEEE (mAP@O.5) | ZHcR (M) | &, iR (/s) WADYEREEABRIITERE, H
HSECR BN M FR Million (5J7). mAP@O. 5 L) ToU F{H 0. 5 i SR MG E ; S50 I s AL i 24
JELRE Ak TS (GFLOPs)  BHARHT AL 17 RIs ST REG NAF R/ (MB) MR B A7 it 5 3 LN
freoRk. LRGP, JEREEAUEE SRCREMTE, EREARSRERR. 250 (7) ~(9) 2HER
TSGR | KT RIER.

1
APiszi(R)dR, (7)
0
ZQi=1APi
mAP = S X 100% (8)
Fps 1000 9)

13

AP, R (5 i RIPP RS ) @R B IEG] (TP Fon EREIN M BERED) 58 mE (TP + FP
SEFLEGUINRIES], RIEEREICZE M) WHE, 456 A RS R ME s s, mAaP (OF
YIRS EHIE) B¥ETA Q MRS AN (AP,) KFEECEBIFEAC N A 3L, & 2 2800 55 ikt
fik; FPS (i) WZA 1000 BRLAHERERS(E] (¢, EFHRACTERTRERAIE ), S BB b 3 ER ) 5
IV, BSCNTB o Ak B e

2.4 RN

2.4.1 HEELH

R T AL, el A TR AR (B “THmLT) BERLA AN (R e R RAE SR U
Peo BURREOFR T . BRI RRNE A ) | S5t EiIhRg, A LU R S A ALLE H AR RO 55 LR PERE
AL (R LA mAP . S8 THE RS ), DOHORS e A% 88 /3 RS R ACR I TTER 5 R .

722 Jy RT-DETR JH@h 2B 25 1, 5@ 3 il A B RS AS M B H e R B PR BE A 52 . SEBG I8 4 41X
e 7R M 3 BT IS, mAPSO Yy 84.2% . Z:%i& 25.6M, GFLOPs 38.5. Wi 30.1 £/s; &g T H
StarNet/5 , S5 [FZ 18.5 M, GFLOPs 5 {ii{k, mAPS0 JL-P-A4E; FEptIEnmt EimA DEM #itk, %
FERHERLA F mAPSO 1k 84.9% , (AT ER N, GFLOPs EFb. MR FRE; PR A EMA BiHsi (b
fE, mAP50 iF— 2% 85.3% , S8t . GFLOPs /Mgt K, Wik Ak Se 4%, 455 %1, StarNet, DFM,

< 111 -



FLHH2ABE2f 3 2025 4812 A% 6 11 (47)

EMA SRR A2 A 3T IR I E , [ I AN T AR 15 fE B

%2 RT-DETR j§Rhscis R

il StarNet DFM EMA mAP50/% S ¥R/ ( é?i%@ Wi/ (f-s7")
x x x 84.2 25.6 38.5 30.1
RT-DETR Vv x x 84.2 18.5 25.6 38.2
% Vv x 84.9 19.2 27.8 35.2
Vv VvV Vv 85.3 19.5 29.1 33.7

2.4.2 xER
ARSI R AR RRAS RT-DETR LA K 4Gk J5 1) RT-DETR 5 At 32 37 1) B AR A 32 64T TR xd Eb, A
PEPRGEE . SRR TERT R L PR PEREFR bR ZE S VAR A PERE , X LRAS AN 3 TR,

%3 RT-DETR ¥ftbscis %

HHY mAP50/ % SHt/M 144 (GFLOPs ) Wi/ (f-s7")
RT-DETR ( JE4&) 84.2 25.6 38.5 30. 1
YOLOv9 83.5 22.1 41.3 28.4
SSD-lite 65. 4 3.9 8.2 105.5
Faster-RCNN 79.8 32.5 45.6 22.7
RT-DETR(##)5) 85.3 19.5 29.1 33.7

2$3 5 RT-DETR %f b aZis 45 5. RT-DETR (JR45) mAPS0 ik 84.2% . &4i& N 25. 6M, GFLOPs
38.5. M 30.1; YOLOVO!” &4tk RT-DETR (JRi4h) 2K, {HE/EHE LIET RT-DETR JFUARRT,
Hit# & (GFLOPs) Hm; SSD'™ BRSHCR A BRME, (ALK tRIK, KIACEAR 1 RT-DETR
(J5ihft) I YOLOV9; Faster-RCNN Jg i BEBOR, HATBOC IS O AT, [N ARSI 1
HERT =AM RT-DETR (Bci#E)5) 24bfk, mAPSO #2714 85.3% , S48 &% 19.5M, GFLOPs ¥y
29. 1, W2 33.7 /s, ToieeMa IR e EEACE T, SO TR SR sk T

3 % iE

AW RET SIS, 3R 255 T IO RPEER, %} RT-DETR BB IR AMALIER.
i — R FRHGHE, 1L StarNet il T R4 . 51 A DFM Btk DL it A EMA Kbk, JRIhszsl T s
PERERY BB T, SCIR A REMT RN, Wl 9 RT-DETR SEI7ERS BT . Z808 . 110 8 D R ff 1y i 2
LI EB] T EHAEE. T mAPSO MR AT 84. 2% 32T 85.3% , B 25. 6M 4% 19. 5M, H&
B 38,5 (AL F 29. 1, WM 30. 1 /s $2F12% 33,7 /s, S5HMb ERIRRIAN L, 2iE)5 B9 RT-DETR A7
TERS B SRR - R B G, O JOER AT 454240 T 0 B35 4 ) o 07 6.

W2 T LILSE AR L 22 > R MR e, KGRI AU A 87 DL T 7 T S o R 2emt. — 7,
EET B BRI IR (UG . MRS E e ) ISR IR, AT R R S S R R R
WOSE G T, WA 2t S BT HRE fus 05, e R LB B b, 5 B A
FEAERIRALT AR, ZEOR RIS 1 A RIB , F— 25 WA R A3+ B VR IR R, LB Ty 36 % U2 PR A
NGB AAFBITA.

[ &% 3]
(U] BRNI, Ro#e, mIE. SfOKBESEIEXH [T]. RN aE R, 2025 (3): 3941,
[2] ZHANG Y, LIX, CHEN Z. Performance analysis of traditional fire detection sensors in complex environments [ J]. Journal of
Fire Sciences, 2021, 39 (4). 321-338.
<112 -



BETHE: RT-DETR JOG R MR R (RS 1+ E B A

[3] LI'Y, WANG X, ZHANG 7. Performance analysis of color threshold-based flame detection methods in smoke-prone environ-
ments [J]. IEEE Transactions on Intelligent Transportation Systems, 2023, 24 (5). 4567-4578.
[4] LE CUN Y, BOSER B, DENKER J S, et al. Handwritten digit recognition with a back-propagation network [ M ]//
TOURETZKY D. Advances in neural information processing systems 2 (NIPS1989). New York: ACM, 1989: 396-404.
[5] AmREs, W, T Swin Transformer F1 PJF B €8 %5 ] i KRR S [T]. BUACH FHOR, 2025, 48 (5):
147-152.
[6] 4, wkMg &, WLRdZ:, 5. 10wl 5 2095 35 T 55 @R I Ik e YOLOVSs B3 [J]. 3HRMLAE S 0T, 2025,
61 (3). 121-130.
[7] GIRSHICK R. Fast R-CNN [ C]//2015 IEEE Conference on Computer Vision and Pattern Recognition ( CVPR), Boston,
MA, USA. IEEE, 2015. 1440-1448.
[8] ZHAOY, LV W, XUS, etal. DETRs beat YOLOs on real-time object detection [ C]//Proceadings of the IEEE/CVF Confer-
ence on Compuler Vision and Pattern Recognition (CVPR), Seatlle, WA, USA. TEEE, 2024. 16965-16974.
[9] Rk, Wk M, RMWMW. HE Tk RT-DETR (R #&HJamlaxk [T]. 85 B4k, 2025 (7). 106-
111, 118.
[10] g7, " H%E. BT RT-DETR fJCRRMERL [J]. B 58T IRAEORDIZT, 2024 (4): 107-114.
[11] KARLINSKY L, SHTOK J, ALFASSY A, et al. StarNet: towards weakly supervised few-shot object detection [ J]. Pro-
ceedings of the AAAI Conference on Artificial Intelligence, 2021, 35 (2). 1743-1753.
[12] ZHENG X, WANG Y, YANG B, et al. Decision fusion networks for image classification [ J]. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 2022, 45 (8) . 9291-9305.
[13] LI X, ZHONG Z, WU J, et al. Expectation-maximization attention networks for semantic segmentation [ C]//2019 IEEE/
CVF International Conference on Computer Vision (ICCV). Seoul, Korea. IEEE, 2019. 9166-9175.
[14] HE K, ZHANG X, REN S, et al. Deep residual learning for image recognition [ C]//2016 IEEE Conference on Computer
Vision and Pattern Recognition (CVPR) . TLas Vegas, NV, USA. IEEE, 2016. 770-778.
[15] CHOLLET F. Xception; deep learning with depthwise separable convolutions [ C]//2017 IEEE Conference on Computer Vi-
sion and Pattern Recognition (CVPR) Honolulu, HI, USA. IEEE, 2017. 1800-1807.
[16] ZPER%, fRHfede. STl YOLOWS [ JORERIIE RGEmBeil- sisl [J]. B alHr, 2025 (2): 92-95.
[17] B8%, R4, 455, % BT YOLOVOe MBREJCRRIMBERIT [J]. ESM FIEEOR, 2025, 4 (2): 25-32.
[18] =i, tRY, X%, % ETERAERMZEMEN JHaRNIrE [T WRREER (T2¥R), 2020, 50
(2). 100-107.

Research on RT-DETR Flame Detection Model Optimization

XIONG Zijian

(Information Service Department, Sichuan Polytechnic Technician College, Chengdu, Sichuan, China 611130)

Abstract; To address the shortcomings of the RT-DETR model in flame detection tasks, such as insufficient multi-scale feature
capture, significant interference from complex backgrounds, and limited inference speed, this paper proposes an improved approach:
a multi-scale feature fusion module (DFM) is introduced to enhance scale adaptability, the EMA attention mechanism is employed to
optimize feature focusing, and the backbone network is replaced with the lightweight model Starnet to improve real-time performance.
Experiments demonstrate that the improved model achieves a 1. 1% increase in mAP and an inference speed of 33. 7 {/s, outperforming
both the original model and other mainstream comparative models. Tt thus meets the real-time detection requirements in industrial fire
protection and forest fire prevention scenarios.

Key words: fire detection; RT-DETR; StarNet; feature fusion; attention mechanism
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